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All spoken languages express words by sound patterns, and
certain patterns (e.g., blog) are systematically preferred to others
(e.g., lbog). What principles account for such preferences: does the
language system encode abstract rules banning syllables like lbog,
or does their dislike reflect the increased motor demands associ-
ated with speech production? More generally, we ask whether
linguistic knowledge is fully embodied or whether some linguistic
principles could potentially be abstract. To address this question,
here we gauge the sensitivity of English speakers to the putative
universal syllable hierarchy (e.g., blif≻bnif≻bdif≻lbif) while under-
going transcranial magnetic stimulation (TMS) over the cortical
motor representation of the left orbicularis oris muscle. If syllable
preferences reflect motor simulation, then worse-formed syllables
(e.g., lbif) should (i) elicit more errors; (ii) engage more strongly
motor brain areas; and (iii) elicit stronger effects of TMS on these
motor regions. In line with the motor account, we found that re-
petitive TMS pulses impaired participants’ global sensitivity to the
number of syllables, and functional MRI confirmed that the cortical
stimulation site was sensitive to the syllable hierarchy. Contrary to
the motor account, however, ill-formed syllables were least likely
to engage the lip sensorimotor area and they were least impaired
by TMS. Results suggest that speech perception automatically trig-
gers motor action, but this effect is not causally linked to the com-
putation of linguistic structure. We conclude that the language and
motor systems are intimately linked, yet distinct. Language is de-
signed to optimize motor action, but its knowledge includes princi-
ples that are disembodied and potentially abstract.

embodiment | TMS | fMRI | phonology | language universals

Many animal species communicate using vocal patterns, and
humans are no exception. Every hearing human commu-

nity preferentially expresses words by oral patterns (1). Speech
sounds, such as d,o,g give rise to contrasting patterns (e.g., dog vs.
god), and certain speech patterns are systematically preferred to
others. Syllables like blog, for instance, are more frequent across
languages than lbog (2). Behavioral experiments further dem-
onstrate similar preferences among individual speakers despite
no experience with either syllable type (3–6).
Although such facts demonstrate that the sound patterns of

language are systematically constrained, the nature of such
constraints remains unknown. One explanation invokes universal
linguistic constraints on the sound structure of language (7).
However, in an alternative account, these patterns are thought to
reflect motor, rather than linguistic, constraints caused by their
embodiment in the motor system of speech (8–11). Indeed, the
speech patterns that are attested across spoken languages are not
arbitrary, and frequent patterns tend to optimize speech pro-
duction (12). Such observations open up the possibility that the
so-called “language universals” are action based. In this view, the
encoding of a speech stimulus engages a motor articulatory net-
work that simulates its production—the harder the motor simu-
lation or production, the less preferred the stimulus (12, 13). In
line with this possibility, past research has shown that the iden-
tification of speech sounds preferentially engages their specific

articulators. Labial speech sounds (e.g., b) engage the lip rela-
tive to the tongue motor area, whereas coronal speech sounds
(e.g., d) produce the opposite pattern (14). Converging evidence
is presented by studies using transcranial magnetic stimulation
(TMS)—a noninvasive technique that induces focal cortical cur-
rent via electro-magnetic induction to modulate (inhibit or fa-
cilitate) specific brain regions (15). Results show that TMS to
the lip and tongue motor regions selectively affects the iden-
tification of corresponding speech sounds (16–20). However,
although the motor system is demonstrably linked to the identi-
fication of isolated speech categories (e.g., of b), it is unclear
whether it might further constrain their patterning into syllables
(e.g., b+l+a vs. l+b+a). Indeed, the extraction of speech cate-
gories and their patterning is attributed to two separate systems
(phonetics vs. phonology) (21), with distinct computational prop-
erties and neurological implementations (22, 23). Whether motor
action mediates the computation of syllable structure is unknown.
Our investigation addresses this question.
In each trial, participants were presented with a single auditory

stimulus—either a monosyllable or a disyllable (e.g., blif [blɪf] vs.
belif [bəlɪf]) and were asked to indicate the number of syllables
(i.e., one or two syllables) while receiving real or sham TMS (20-Hz
bursts of four TMS pulses) over the motor representation of the
left orbicularis oris muscle (OO). The effect of the TMS ma-
nipulation on speech production was gauged by a syllable elici-
tation task, administered before experiments 1 and 2 (Fig. 1),
and its capacity to disrupt perception of labial sounds was sup-
ported by additional analyses (Fig. S1). To ensure that the
stimulated motor region was relevant to the representation of
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syllable structure, we also confirmed its activation in a functional
MRI (fMRI) experiment using the same task.
We compared responses to distinct syllable types, arrayed on

a hierarchy based on their frequency across languages (3) and
their structural well formedness (e.g., blif≻bnif≻bdif≻lbif; for
linguistic definition; SI Text) (24). Past behavioral research has
shown that speakers are sensitive to the syllable hierarchy even
when none of these syllable types is attested in their language (3–
6). As the syllable becomes worse formed on the hierarchy,
people tend to misidentify it as a disyllable (e.g., lbif becomes
identified as lebif), and consequently, syllable count errors in-
crease monotonically. Of interest is whether these errors reflect
difficulties in the generation of a covert motor program. More
generally, we ask whether people’s knowledge of their native
language consists of analog patterns of speech action, or prin-
ciples that are algebraic, disembodied, and abstract.
We predicted that if linguistic well-formedness preferences

reflect motor simulation, then (i) as the syllable becomes worse
formed, syllable count errors should increase (e.g., more errors
to lbif relative to blif); (ii) speech motor areas of the brain should
become more active on fMRI; and (iii) the effect of TMS on these
motor regions should increase—the worse formed the syllable, the
more likely it is to engage motor simulation, hence, the more
susceptible to TMS. Furthermore, to the extent the dislike of ill-
formed syllable reflects their excessive motor demands, then TMS
should release such syllables from this burden and improve their
identification. In contrast, if linguistic principles are disembodied
and abstract (7, 21), then linguistic preferences, such as the syl-
lable hierarchy, should persist irrespectively of TMS. Experiments
1 and 2 examine these predictions using TMS; experiment 3 uses
an fMRI methodology.

Experiment 1
To determine whether sensitivity to the syllable hierarchy
requires motor simulation, in experiment 1 we examined the
effect of TMS (sham vs. real, bursts of four TMS pulses at 20 Hz)
on syllable count of four types of monosyllables, arrayed
according to the syllable hierarchy (e.g., blif≻bnif≻bdif≻lbif).
Items were presented in four blocks of trials, and participants
were asked to discriminate those monosyllables (e.g., lbif) from
their disyllabic (e.g., lebif) counterparts. The effect of TMS on
sensitivity (d′) was evaluated by means of 2 TMS/sham × 4 syl-
lable type × 4 block order ANOVAs, conducted using both
participants (F1) and items (F2) as random variables (separate
results for monosyllables and disyllables are provided in Fig. S2).
The TMS × syllable type interaction was significant [F1(3,24) =
3.27, P < 0.04; F2(3,69) = 5.08, P < 0.004), and it was not further
modulated by block order (F < 1).
Inspection of the means of the sham condition (Fig. 2) sug-

gests that, as the syllable became worse formed, sensitivity (d′)
tended to decrease. Planned comparison indicated that syllables
like bnif produced reliably higher sensitivity than bdif [t1(24) =
5.70, P < 0.0001; t2(69) = 8.98, P < 0.0001], which, in turn,
produced higher sensitivity than lbif—the worst formed syllable
on the hierarchy [t1(24) = 6.19, P < 0.0001; t2(69) = 10.56, P <
0.0001]. Responses to blif- and bnif-type items did not differ (t <
1). This finding confirms past research showing that English
speakers are sensitive to the structure of syllables even if they are
unattested in their language (3–6). Of interest is whether the
effect of syllable structure is eliminated by TMS.
Results showed that bursts of four TMS pulses attenuated

participants’ global sensitivity to the number of syllables. How-
ever, the effect of real TMS was confined to the better-formed
syllables on the hierarchy—to syllables like blif and bnif (P <
0.03, Tukey HSD by participants and items), but it did not affect
either bdif or lbif (P > 0.6, not significant). Moreover, partic-
ipants remained sensitive to the syllable hierarchy despite TMS:
sensitivity to the best-formed blif-type syllables was marginally
higher than to bnif-type items [t1(24) = 1.35, P < 0.20; t2(69) =
2.38, P < 0.03]; bnif-type syllables produced reliably higher sen-
sitivity than bdif-type syllables [t1(24) = 2.31, P < 0.03; t2(69) =
4.25, P < 0.0001], which, in turn, elicited better sensitivity than
lbif [t1(24) = 5.88, P < 0.0001; t2(69) = 10.07, P < 0.0001). These
results suggest that English speakers are sensitive to the syllable
hierarchy even when their lip motor area is disturbed by TMS.

Fig. 1. The TMS procedure and its effect on speech production. During TMS
trials, the coil was placed at a 45° angle, and electromyographic activity was
recorded from the right first dorsal interosseus (FDI) and the right orbicularis
oris (OO) muscle (A); the timing of repetitive TMS pulses relative in the ex-
perimental trial is depicted in B. C illustrates the effect of the TMS on speech
production. The figure provides the waveform and spectrograms of two
instances of the syllable pa. A first production is shown on the left, followed
by four TMS pulses; the onset of the second pa syllable roughly coincides
with the fourth pulse. TMS was associated with a marked perturbation in
voicing and a delay in its onset (from 73 to 163 ms, for the first vs. second pa
instance, respectively), along with a noticeable distortion in pitch (indicated
by the dotted line).

Fig. 2. The effect of TMS on participants’ sensitivity (d′) to syllable structure.
Error bars are 95% CIs for the difference between the means.
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Experiment 2
To further assess the generality of these findings, in experiment
2, we gauged participants’ sensitivity to another set of monosyl-
lables that were all nasal-initial, unattested in English (e.g., mlif
vs. mdif). Because these two syllable types are closely matched
for their articulatory sequence (they both begin with lip-tongue
sequences), this manipulation offers a more precise test of the
role of the lip sensorimotor region in their perception.
To generate these monosyllables (e.g., mlif), we asked a native

English speaker to produce their disyllabic counterparts (e.g.,
melif), and we gradually spliced out the vowel e in steady incre-
ments, resulting in a six-step continuum ranging from the mono-
syllable (e.g., mlif, step 1) to a disyllable (e.g., melif, step 6). The
critical comparison concerns the structure of the monosyllables in
step 1—sequences such as mlif or mdif. Syllables like mdif are
worse-formed relative to mlif, and they are also more prone to
misidentification as disyllables (e.g., mdif→medif) (5, 6). If sen-
sitivity to syllable structure relies on motor simulation, then TMS
should attenuate the identification of monosyllables (at step 1),
and its effect should be stronger for ill-formed, mdif-type sylla-
bles relative to the better-formed mlif-ones.
The effect of bursts of four TMS pulses was evaluated by

means of a 2 TMS/sham × 2 syllable type (mlif/mdif) × 6 vowel
duration ANOVA over the proportion of disyllabic responses
(arcsine transformed). Results yielded a reliable interaction of
syllable type × vowel step [F(5,35) = 6.28, P < 0.0005], which was
not further modulated by TMS (F < 1).*
Inspection of the means (Fig. 3) suggests that TMS impaired

identification. Contrary to the motor simulation hypothesis,
however, TMS attenuated the identification of the better-formed
mlif continuum, an effect that was marginally significant [t1(7) =
2.18, P < 0.07]. In contrast, TMS had no measurable effect on
the identification of the ill-formed mdif-continuum [e.g., mdif;
t1(7) = 1.20, P > 0.27]. Moreover, regardless of TMS, partic-
ipants remained highly sensitive to syllable structure, resulting in
the systematic misidentification of ill-formed mdif-type syllables
relative to their better-formed mlif-type counterparts (in steps
1–5, Tukey HSD, P < 0.01 for both TMS and sham). As expected,
responses to disyllables (in step 6) did not differ (P > 0.49), as
both are well formed. These results converge with the findings of
experiment 1 to suggest that people’s sensitivity to the syllable
hierarchy persists even when motor simulation is suppressed.

Experiment 3
The persistent sensitivity to the syllable hierarchy, despite the
disruption of the lip motor area, appears to challenge the action-
based explanation for the syllable hierarchy. It is possible, how-
ever, that the syllable effect survived TMS because motor sim-
ulation was irrelevant to the identification of these stimuli. One
possibility is that the lip motor area was not specifically engaged
in motor planning—an explanation that appears unlikely, given
that TMS disrupted the production of labial syllables (Fig. S1),
that all syllables in experiments 1 and 2 included a labial speech
sound, and that the items in experiment 2 were strictly matched
for their articulatory sequence (i.e., all comprised of labial-coro-
nal combinations). Alternatively, ill-formed syllables (e.g., lbif,
mdif) might have escaped the effect of TMS because their ar-
ticulatory program was just too difficult to simulate even under
the sham condition (i.e., a floor effect).

If these explanations are correct, then the increased demands
associated with the processing of ill-formed syllables should be
evident in an increase in metabolic brain activity. To evaluate this
possibility, in experiment 3 we used fMRI to gauge the involvement
of lip motor area in performing syllable count with the same task
and stimuli used in experiment 1. Of interest is whether the cortical
motor region targeted by TMS in experiment 1 is activated by ill-
formed syllables.
The fMRI experiment identified a sensorimotor lip area (14,

25) that was sensitive to the syllable hierarchy. This area
matched the TMS stimulation site from experiments 1 and 2
(Fig. 4; for additional areas of activation, see ref. 26).
A 2 syllable (monosyllables vs. disyllables) × 4 type (large

sonority rise, small rises, plateaus and falls e.g., blif, bnif, bdif,
lbif, with a linear contrast of [−3/4 −1/4 1/4 3/4]) whole-brain
voxel-wise ANCOVA of the BOLD signal yielded an interaction
in sensorimotor cortex at Brodmann area 4, in the region of the
lip area (25). This interaction was significant (z = −3.02).
The corresponding simple main effects of syllable type were

significant in the ANCOVA for both monosyllables and disyl-
lables (initial P < 0.01, uncorrected).
Contrary to the motor account, however, ill-formed syllables

were associated with a decrease (rather than an increase) in the
BOLD signal, whereas their disyllabic counterparts (e.g., lebif)
tended to increase activation [possibly because these disyllables
began with a sonorant sound, the perception of which engages
the adjacent (25) larynx motor area].†

General Discussion
A large body of research indicates that the sound patterns of
human languages are strictly and systematically constrained.
Across languages, certain syllable types (e.g., blog) are overre-
presented relative to others (e.g., lbog), and preferred syllables
are more readily identified by individual speakers—both adults
(14, 16–20) and infants (27). However, whether such preferences

Fig. 3. The effect of TMS on the identification of nasal syllables. As the
duration of the initial vowel (e) increased (e.g., from mlif, in step 1 to melif,
in step 6), people were more likely to identify the stimulus as disyllabic.
However, ill-formed monosyllables (e.g., mdif) were misidentified as di-
syllabic even in step 1, and this effect persisted even under TMS. Error bars
are 95% CIs for the difference between the means.

*Because the materials included three item pairs, our statistical analyses only used par-
ticipants as a random variable. To further ensure that the ANOVA outcomes are not the
result of artifacts associated with binary data, we also submitted the data to a mixed
effect logit model. In line with the ANOVA, the logit analysis yielded a reliable interac-
tion of vowel by syllable type (β = −0.29, SE = 0.11, Z = −2.67, P < 0.008), which was not
further modulated by TMS (β = 0.08, SE = 0.12, Z ≤ 0.7, P < 0.53, not significant).

†The increased BOLD response to disyllables is not an artifact of their greater length, as
activation in Broca’s area (left posterior BA 45) exhibited the opposite pattern (i.e.,
stronger activation to monosyllables, and stronger effects for ill-formed syllables com-
pared with well-formed ones); for details see ref. 26.

Berent et al. PNAS | February 17, 2015 | vol. 112 | no. 7 | 1985

PS
YC

H
O
LO

G
IC
A
L
A
N
D

CO
G
N
IT
IV
E
SC

IE
N
CE

S

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 N
ov

em
be

r 
25

, 2
02

1 

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1416851112/-/DCSupplemental/pnas.201416851SI.pdf?targetid=nameddest=SF1


www.manaraa.com

reflect abstract rules‡ or the motor demands associated with
speech production is unknown. Many previous studies have
suggested that the identification of individual speech sounds
(e.g., b vs. p) triggers motor simulation (14, 16–20, 28). These
findings leave open the possibility that the combinatorial process
that forms sound patterns (e.g., syllables such as blog vs. lbog)
relies on algebraic rules, i.e., principles that are disembodied and
abstract. To our knowledge, no previous research has examined
this question.
Our research combines TMS and fMRI to examine this pos-

sibility. In line with the embodiment hypothesis, experiments 1–3
found that the identification of spoken syllables engages the
articulatory motor system. These findings agree with previous
studies (14, 16–20), demonstrating that speech perception au-
tomatically triggers action. However, our findings challenge the
causal role of motor simulation in the computation of linguistic
structure (29). Although the motor account predicts that ill-
formed syllables should exert the greatest motor demands, our
results show that ill-formed syllables are the least likely to engage
the motor lip region and be impaired by TMS. These findings
suggest that syllables like lbif are not disliked because of their
online articulatory demands (i.e., greater motor demands→dis-
preference); rather, motor demands reflect their linguistic pref-
erence (dispreference→less simulation→fewer motor demands).
Motor simulation is thus not the cause of linguistic preferences
but its consequence.
Our results are limited inasmuch as the TMS procedure does

not block motor simulation fully, and its application here was
focused only on a single articulator—the lip. Such limitations
notwithstanding, the most parsimonious explanation for the avail-
able evidence is that the motor system is preferentially engaged by
well-formed structures (e.g., blif)—because they are well formed,
easier to articulate, or similar to the syllables that exist in partic-
ipants’ language (i.e., English). The processing of cost of ill-formed
syllables (e.g., lbif) must therefore arise from other sources—per-
haps from the encoding of abstract linguistic restrictions on syllable
structure that are shared across languages (7, 21).

In line with this possibility, past research has shown that
people’s sensitivity to the syllable hierarchy is unlikely to result
only from linguistic experience [similar results obtain in neonates
(27) and in adult Korean speakers whose language lacks onset
clusters altogether (4)].
It is also unlikely that the misidentification of ill-formed syl-

lables only results from low-level auditory or phonetic difficulties
that prevent people from accurately registering the phonetic
form of auditory inputs such as lbif. First, our past research has
shown that sensitivity to the syllable hierarchy is found with
printed materials (i.e., in the absence of any auditory input) (5,
30). Conversely, demonstrable damage to the auditory/phonetic
systems does not attenuate the sensitivity of dyslexic individuals
to the syllable hierarchy (31). Other evidence against the audi-
tory/phonetic explanation is provided by the fact that, when it
comes to the phonetic categorization of individual sounds, it is
the unfamiliar (i.e., nonnative) (28, 32–34) or degraded (i.e.,
masked by noise) (35) sounds that are most likely to engage the
motor system. This result stands in stark contrast to our present
findings, where motor simulation is selective to the most familiar
syllable types (e.g., blif). Finally, the acoustic/phonetic account is
directly countered by additional analyses of our own findings
from experiment 1 (SI Text, Fig. S3, and Tables S1 and S2).
To gauge the contribution of low-level auditory/phonetic fac-

tors, we examined whether sensitivity to the syllable hierarchy
can be captured by the duration and intensity of burst release—
a phonetic property of stop consonants that has been linked to
the misidentification of monosyllables (e.g., the misidentification
of bdif and bedif) (36). Results showed that the burst modulated
performance in the sham condition, but its effect was entirely
eliminated by the TMS manipulation. In contrast, TMS did not
eliminate the effect of the syllable hierarchy, and the effect of
syllable type remained significant even after the properties of the
burst are statistically controlled (Table S2). Although these
findings do not rule out all acoustic or motor explanations, they
are consistent with the possibility that the syllable hierarchy
reflects linguistic principles that are abstract.
Our results illuminate the nuanced links between the sound

pattern of language and its speech vessel. The motor system of
speech production undoubtedly shapes language structure and
mediates its online perception, but despite their inextricable
bonds, these two systems appear to be distinct. Such a design is

Fig. 4. The effect of the syllable hierarchy on the sensorimotor lip area. Syllable structure deactivated the lip sensorimotor area in the fMRI experiment [P <
0.01, uncorrected, at MNI cortical coordinate (−48, −12, 39)], and this region was adjacent to the cortical area projected from the coordinates of the cortical
representation of the OO stimulation site in the TMS study [MNI cortical coordinates (−59, −5, 39), shown by the red crosshatch in (A); these coordinates were
averaged across all subjects]. Inspection of the BOLD signal (B) showed that as the syllable became worse formed, activation tended to decrease. The cor-
responding Z scores and coordinates are provided in C. Error bars are 95% CIs for the difference between the means. In this figure, we use an initial voxel-wise
P value threshold at 0.05 for the purpose of visualization.

‡We use rules to refer to algebraic operations over variables, applying to either inputs or
outputs. This definition encompasses the narrower technical notions of both grammat-
ical rules (i.e., operations on inputs) and grammatical constraints (i.e., operations over
outputs), used in linguistics.
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only expected in view of the function of sound patterns in the
language system as a whole. Indeed, the sound pattern of lan-
guage has a double duty to follow (37). On the one hand, sound
patterns must allow for efficient transmission of linguistic mes-
sages through the human body—preferentially, the oral articu-
latory system. At the same time, however, sound patterns must
support the productivity of language—its capacity to form novel
patterns by combining a small number of discrete elements. The
reliance on abstract rules that are grounded in the speech system
presents an adaptive solution that optimizes both pressures. How
speech production shaped linguistic design in phylogeny and how
it might constrain its acquisition in ontogeny warrant further study.

Materials and Methods
Methods for the TMS Experiments (Experiments 1 and 2).
Participants. We studied nine healthy, right-handed, native English speakers
with normal hearing (mean age: 20.4 ± 1.59 y, six males) in experiment 1 and
eight from the same group in experiment 2 (mean age: 20.6 ± 1.77 y, five
males). Four additional subjects were excluded from the analysis, as their
data were incomplete because of either programming errors (n = 2) or their
withdrawal from the experiment (n = 2). All participants had acquired En-
glish before the age of 5 y and learned no other languages at home before
the age of 10 y. Participants gave their written informed consent according
to the procedures approved by the Institutional Review Boards of Beth Israel
Medical Center and Northeastern University, and all study visits took place at
the Berenson-Allen Center for Noninvasive Brain Stimulation at Beth Israel
Deaconess Medical Center in Boston, MA. Handedness was assessed by the
Edinburgh Handedness Inventory (38). Exclusion criteria included any psy-
chiatric or neurological illnesses, metal in the brain, implanted medical
devices, or intake of drugs listed as a potential hazard for the application of
TMS (39).
Study design. In this single-blind, randomized cross-over study, participants
received real or sham TMS in counterbalanced order on two study visits
separated by at least 1 wk. During the experiment, participants were pre-
sented with novel auditory words and asked to indicate whether they in-
cluded one syllable or two. Before each experiment, participants practiced
the language tasks for 3 min. All stimuli were presented aurally through
a computerized program and in-ear headphones. The stimulation target was
determined by applying repetitive TMS pulses to the lip motor area (OO
muscle). It was defined as the spot eliciting the largest TMS-induced motor
evoked potentials (MEPs) in the OOmuscle. Bursts of four biphasic TMS pulses
(20 Hz) were triggered 50 ms after onset of each trial via key press by the
participant. Fifty milliseconds after the fourth pulse, the auditory stimulus
was presented, and participants were given 2.5-s response time followed by
a rest period of 2 s (Fig. 1B). To ensure that the TMS manipulation affected
articulation, we assessed speech production by an elicitation task, adminis-
tered before experiments 1 and 2.

Elicitation task. During elicitation, participants were asked to produce 10
repetitions of a given syllable/syllable combination while undergoing TMS—
either real or sham (the real/sham condition always matched the subsequent
experimental session). Single syllables were pa, ba, ta, and da; the syllable
combinations were ba-pa and da-ta. The effect of real TMS on this elicitation
task was evident as illustrated in Fig. 1C. A formal analysis of the TMS on
articulation was not done because (unlike the perceptual experiments), the
application of TMS was not synchronized with the onset of production. The
number of productions, the number of TMS applications, and their onsets
were not controlled.

Experiment 1. The experiment presented four types of monosyllables be-
ginning with a consonant cluster, alongwith their disyllabic counterparts. For
the sake of expository convenience and comparison with our past research,
we refer to those monosyllabic stimuli as, blif, bnif, bdif, and lbif and to their
disyllabic counterparts as belif, benif, bedif, and lebif; for the full list of
stimuli, please see Table S3. These monosyllables differed on their well
formedness across the syllable hierarchy (3, 24), ranging from the best
formed (blif, type 1) to the worst formed (lbif, type 4). Most monosyllables
(types 2–4) were unattested in English. Items were sampled from the
materials used in past research (3, 4). They were arranged in quartets,
matched for their rhyme (the final vowel and consonant), and were pro-
duced by a native Russian speaker (because all syllable types are possible in
Russian, these stimuli can be produced naturally by speakers of this lan-
guage). Disyllables contrasted with their matched monosyllables on the
presence of a schwa between the two initial consonants (e.g., /blif/-/bəlif/).
Each monosyllable type included 24 items, for a total of 24 × 4 × 2 = 192
trials. The 24 quartets were divided into four blocks of 48 trials each. These

items were presented twice at two separate visits (randomized for order): once
with real TMS and once with sham TMS (a total of 384 trials, eight blocks).

Experiment 2. The materials consisted of two types of continua used in our
past research (6). Each such continuum ranged from a monosyllable (e.g.,
mlif) to a disyllable (e.g., melif), by gradually increasing the duration of the
schwa (/ə/) in six steps. In both continua, the monosyllabic end point was
unattested in English, but in one continuum, the monosyllable was well
formed across languages (e.g., mlif), whereas in the other, it was ill formed
(e.g.,mdif). These items were further matched for their articulatory sequence
(labial-coronal; Table S4). The experiment included three such continua pairs,
giving rise to 36 trials per block (3 pairs × 6 steps). These blocks were repeated
eight times (in counter balanced order): four times with real TMS, and four
times with sham TMS (a total of 288 trials) on two separate visits.
EMG. EMG activity was recorded from the right first dorsal interosseus (FDI)
and right OO muscles (Fig. 1A). The ground electrode was placed over the
ulnar styloid process. EMG was band pass filtered (20–2,000 Hz) and digitized
at a sampling rate of 5 kHz (Software: Spike2 V7; Device: Micro 1401;
Cambridge Electronic Design Ltd.).
TMS. Neuronavigated TMS (in bursts of four biphasic pulses at 20 Hz) was
applied using a figure-of-eight coil attached to a magnetic stimulator
(Neuronavigation: Brainsight; Rogue Research; TMS: MagPro ×100, coil: MCF-
B65; MagVenture). Peak of motor cortical representation for OO was located
on average at following MNI (40, 41) coordinates (experiment 1, x/y/z:
−68.97 ± 9.02/−3.57 ± 12.61/44.95 ± 14.86; experiment 2, x/y.z: −70.23 ±6.09/
−2.82 ± 12.61/41.61 ± 13.41). The coil was placed tangentially on the head
with the handle pointing backward at an angle of 45° (Fig. 1A). During sham
stimulation, the edge of the coil was placed on the head. Resting motor
threshold (RMT) for FDI and active motor threshold (AMT) for OO were
assessed at the first study visit, and hotspots were marked on participants’
anatomical MRI. These hotspots were used as stimulation targets during the
experiments. If the first study visit involved sham stimulation, RMT and AMT
were assessed again before the real TMS visit. RMT for FDI was defined as the
minimum stimulation intensity required to elicit an MEP of at least 50 μV in 5
of 10 trials. AMT for the OO muscle was defined as the minimal stimulation
intensity required for eliciting anMEP of at least 200 μV in 5 of 10 trials during
isometric contraction. Participants practiced the maintenance of isometric OO
contraction (pursing lips) with the help of visual feedback of ongoing muscle
activity. They were then asked to maintain this activity level to assess AMT.

As the tolerance of single pulses is different from repetitive pulses,
stimulation intensity was adjusted to participants’ individual comfort level.
Participants were initially given four consecutive pulses over the OO hotspot
at 80% of AMT and intensity was gradually adapted in steps of 5% not
exceeding 120% of AMT (experiment 1/2: mean % of stimulator output:
61.56 ± 6.17/59.00 ± 5.32; mean % of AMT: 77.78 ± 11.17/76.25 ± 10.89).
Adverse effects of TMS were assessed with a questionnaire.

Methods for the fMRI Experiment (Experiment 3). Experiment 3 consisted of an
interrogation of an existing data set (26) to address the role of the lip motor
area in performing the syllable count task. The materials consisted of a
subset of the materials from experiment 1, and the task was identical to
experiment 1, but experiment 3 was administered to another group of
participants, distinct from the one in experiments 1 and 2 (n = 14, M = 22.57 y,
10 females, right-handed native English speakers).

The NNL fMRI Hardware System (NordicNeuroLab) with E-Prime2.0 Pro-
fessional software (Psychology Software Tools) was configured and pro-
grammed for sensory stimulus delivery and response recording that were
synchronized with a Siemens MAGNETOM TIM Trio 3-T MRI scanner (VB17A;
Siemens Medical Solutions), equipped with a standard 12-channel head coil.
The fMRI experiment was conducted with a tailored scanning protocol with
two anatomical image acquisitions and a series of fMRI runs using a modified
gradient echo EPI sequence that allows one to insert periods of “silent” time
in the pulse sequence (during which magnetization is maintained). The au-
ditory stimuli were presented only during the predetermined silent gaps in
the acquisition chain (42, 43) and synchronized with the auditory stimulus
presentation via E-Prime and NNL fMRI Hardware System. In this event-
related experimental design, each trial had only one silent volume (1.2 s,
during which the short 1-s stimulus was delivered), followed by 10 volumes
of acquisition (12 s, resting state, serving as the baseline).

The fMRI imaging data processing procedures were performed using
laboratory optimized Statistical Parametric Mapping (SPM) software (44, 45),
and a whole-brain voxel-wise multilevel random-effects model in an ANCOVA
setting was estimated to detect activation and deactivation patterns in BOLD
signal with particular focus on the effect of the syllable × type interaction at
the lip sensorimotor area. Additional information concerning themethods and
analysis are detailed in ref. 26.
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